**Introduction to Deep Learning Algorithms**

See the following article for a recent survey of deep learning:

[Yoshua Bengio, Learning Deep Architectures for AI, Foundations and Trends in Machine Learning, 2(1), 2009](http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/239)

**Depth**

The computations involved in producing an output from an input can be represented by a **flow graph**: a flow graph is a graph representing a computation, in which each node represents an elementary computation and a value (the result of the computation, applied to the values at the children of that node). Consider the set of computations allowed in each node and possible graph structures and this defines a family of functions. Input nodes have no children. Output nodes have no parents.

The flow graph for the expression ![in(a^2+b/a)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAAUBAMAAABi2T6lAAAAMFBMVEX///8AAAB0dHTMzMyenp5iYmJAQEDm5uYiIiK2traKioowMDAWFhYEBAQMDAxQUFDyAonDAAABs0lEQVQ4y5VTvUvDQBT/NY1Nm36k3RxDRRQcTMXBSeJQXUNRXItYOzgYcfMDurmmg+DgEAUHv2oRdKlgB8HBpYOLWwf/gNKh0M27yyWmwQx9w3vv7vd+9967ewf8J9cDjCGSQXVUjfVCQwzPM7mNMS135fZI4JDppi+EiJAdQWFNNP2ccwZHneyim0qyuK3xjYzmBHDDthVngY9AvRMqd7Z5BTozCssR51gpQErxwwRL85NSzBTdYimQnxJnIWwszOlI02NL97g9MPyk/as+0VUHY0FFVA4z+mJBFdtYJut3tBK5XM9PetDSJrs8ghES8Xdg2gXYDQhtXJC2anjyyuWkPaRtyDbH6CWtTFoYUCDZo6S0im9O2W29frbeiPODiI6ki1GSdJel7hciGi2vriU6gUxSFpcmjlyMlJdS0ZG7a9EsGiLtsU6KsEdJ0S5egHUXI0FxM1GOGSppqCLQKz/BcU8N9NRNkKkiD+xgS+S189MQt0zFwOoMfVy5f/NsBkiP8yRdGRwLPq43Rlxk3XMVy/VOg3M/DP0R7hD9DawnsVDSWXiIZISRqq6zOcaf9n+wX3ewYvIBQHBDAAAAAElFTkSuQmCC) could be represented by a graph with two input nodes ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/c7d457e388298246adb06c587bccd419ea67f7e8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAIBAMAAADZ48iGAAAAKlBMVEX///8AAABQUFBiYmJ0dHSKiooWFhaenp4wMDAiIiIEBAS2trbMzMzm5uamDY+wAAAANklEQVQI12NgYDIJY2BgSGfoYGBgnsDQwsDA5cCwmoFh4wHuBUASKBbAcIvhmoIDA6tKdPMFANcpCx+EvQQBAAAAAElFTkSuQmCC) and ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/8136a7ef6a03334a7246df9097e5bcc31ba33fd2.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAANBAMAAABm7DILAAAALVBMVEX///8AAABQUFC2trYiIiKenp4WFhbm5uaKiop0dHQEBATMzMxAQEAMDAwwMDA5CZhoAAAAQklEQVQI12NgYDJgYGB2ZACCEBChBCJSgZhdYtIEBo7VDMsZeBQYVjDwBjCIMhQycIgz7GXgO8DAy2DGwMChqcAAAN5EB+ItZffxAAAAAElFTkSuQmCC), one node for the division ![/a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAASBAMAAAC3N9OQAAAAMFBMVEX///8AAABQUFC2trYiIiKenp4WFhbm5uaKiop0dHQEBATMzMxAQEAMDAwwMDBiYmLG5e0aAAAAp0lEQVQI102OsQ7BUBSGv7joJe1lERJLwyQGnQwGqTe4gwcQiZ1XMBkbU0cbYjOTeJQ+QocmVu1tpf2G/5xv+c+BmkeKwiBWZjxzY21yWtjIpF/YLotGnIs1OAdg72EWbpAPrqayqVWE7XKDEySoAEfTgwjutD0OyD5WhBiygDfqQ0cjuiQShznU0+6LtW0hJy680lPHcPnNj46p4ldFxFXL/ipR/+UHF9YZiZJ5wREAAAAASUVORK5CYII=) taking ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/c7d457e388298246adb06c587bccd419ea67f7e8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAIBAMAAADZ48iGAAAAKlBMVEX///8AAABQUFBiYmJ0dHSKiooWFhaenp4wMDAiIiIEBAS2trbMzMzm5uamDY+wAAAANklEQVQI12NgYDIJY2BgSGfoYGBgnsDQwsDA5cCwmoFh4wHuBUASKBbAcIvhmoIDA6tKdPMFANcpCx+EvQQBAAAAAElFTkSuQmCC) and ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/8136a7ef6a03334a7246df9097e5bcc31ba33fd2.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAANBAMAAABm7DILAAAALVBMVEX///8AAABQUFC2trYiIiKenp4WFhbm5uaKiop0dHQEBATMzMxAQEAMDAwwMDA5CZhoAAAAQklEQVQI12NgYDJgYGB2ZACCEBChBCJSgZhdYtIEBo7VDMsZeBQYVjDwBjCIMhQycIgz7GXgO8DAy2DGwMChqcAAAN5EB+ItZffxAAAAAElFTkSuQmCC) as input (i.e. as children), one node for the square (taking only ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/c7d457e388298246adb06c587bccd419ea67f7e8.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAIBAMAAADZ48iGAAAAKlBMVEX///8AAABQUFBiYmJ0dHSKiooWFhaenp4wMDAiIiIEBAS2trbMzMzm5uamDY+wAAAANklEQVQI12NgYDIJY2BgSGfoYGBgnsDQwsDA5cCwmoFh4wHuBUASKBbAcIvhmoIDA6tKdPMFANcpCx+EvQQBAAAAAElFTkSuQmCC) as input), one node for the addition (whose value would be ![^2+b/a)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEcAAAAUBAMAAAAthD11AAAAMFBMVEX///8AAABQUFBiYmJ0dHSKiooWFhaenp4wMDAiIiIEBAS2trbMzMzm5uZAQEAMDAzXh5zBAAABIklEQVQoz2NgAIFgPQaCgMeBTwGnpAGUZv3AmoAioQ0mG8AkH0xwA3MDspqdAmDzIaazw4xi4D8AEYBSE0AkE4TDkAtT9BxCsRSAKSawGZxQORMozbLhALIiNjBVDLMcpM0kjCH0jgGyooshKkDyLUSOgQvITmfo4BYUVEBWFHWA6wLYc0A5oKILDMwTGFrg3oIqesTAFcDAGgCVA3qKy4FhNVTJi462jI4mIOM7A2MBAwcDVA6oaOMB7gVoJvEKMAReYLjBAJUDWrcRaGgAqiKeDwx9DAzmDFA5oMNvMVxTcEBz0wduYCxNgMmdBMabSnTzBTRFQU5A4x7A5EzQYpy1AM5k2gBjzcWdfGCRghTBmGAzjMGHJyG+hTFs8ShCTmAAl8tEexWPQgAAAAAASUVORK5CYII=) and taking as input the nodes ![^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAPBAMAAADJ+Ih5AAAAMFBMVEX///8AAABQUFBiYmJ0dHSKiooWFhaenp4wMDAiIiIEBAS2trbMzMzm5uZAQEAMDAzXh5zBAAAAYUlEQVQI12NgAIFgPTDFwOPApwBmsH5gTYAIbWBugDAY+A9AGc+hNMsGoAiTSRhD6B0DBoZ0hg5uQUEFBuYJDC1gaS4HhtVgxsYD3AsgDKBkAIhxi+GaggPYHpXo5gtAGgBGKRN/2cYAxQAAAABJRU5ErkJggg==)and ![/a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAASBAMAAAC3N9OQAAAAMFBMVEX///8AAABQUFC2trYiIiKenp4WFhbm5uaKiop0dHQEBATMzMxAQEAMDAwwMDBiYmLG5e0aAAAAp0lEQVQI102OsQ7BUBSGv7joJe1lERJLwyQGnQwGqTe4gwcQiZ1XMBkbU0cbYjOTeJQ+QocmVu1tpf2G/5xv+c+BmkeKwiBWZjxzY21yWtjIpF/YLotGnIs1OAdg72EWbpAPrqayqVWE7XKDEySoAEfTgwjutD0OyD5WhBiygDfqQ0cjuiQShznU0+6LtW0hJy680lPHcPnNj46p4ldFxFXL/ipR/+UHF9YZiZJ5wREAAAAASUVORK5CYII=), and finally one output node computing the sinus, and with a single input coming from the addition node.

A particular property of such *flow graphs* is **depth**: the length of the longest path from an input to an output.

Traditional feedforward neural networks can be considered to have depth equal to the number of layers (i.e. the number of hidden layers plus 1, for the output layer). Support Vector Machines (SVMs) have depth 2 (one for the kernel outputs or for the feature space, and one for the linear combination producing the output).

**Motivations for Deep Architectures**

The main motivations for studying learning algorithms for deep architectures are the following:

* [Insufficient depth can hurt](http://www.iro.umontreal.ca/~pift6266/H10/notes/deepintro.html#insufficient-depth-can-hurt)
* [The brain has a deep architecture](http://www.iro.umontreal.ca/~pift6266/H10/notes/deepintro.html#the-brain-has-a-deep-architecture)
* [Cognitive processes seem deep](http://www.iro.umontreal.ca/~pift6266/H10/notes/deepintro.html#cognitive-processes-seem-deep)

**Insufficient depth can hurt**

Depth 2 is enough in many cases (e.g. logical gates, formal [threshold] neurons, sigmoid-neurons, Radial Basis Function [RBF] units like in SVMs) to represent any function with a given target accuracy. But this may come with a price: that the required number of nodes in the graph (i.e. computations, and also number of parameters, when we try to learn the function) may grow very large. Theoretical results showed that there exist function families for which in fact the required number of nodes may grow exponentially with the input size. This has been shown for logical gates, formal neurons, and RBF units. In the latter case Hastad has shown families of functions which can be efficiently (compactly) represented with ![(n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACYAAAASBAMAAADF+LEmAAAAMFBMVEX///8AAADMzMxQUFBiYmJ0dHRAQEC2trbm5uYMDAyenp4iIiIwMDAWFhYEBASKiooHFCa/AAAA2ElEQVQY022QPQrCQBBGn+tPwEUDARu7NNYWamMTFHsLLQUbsfUIEWzEJlhZBrEVvIAg2AmCeIJ0egxnoxEVp5hv5+3M8u1AErOnZPiI4aeqWm8M6cmLbUxqwDxkkfQXfNBVyAZ0EpbpwlnUcrgmzNqRL4tKiqDX6p+kiNCR6XdUgFqX2EpxJ3UQ0ZF1wbYDBlIsmXoirieMXJVjzFKG7ZFZiiFOPKt38tzKvIyLHYTmpG7QFJviZUDO66KkqVJvy6XxXCM/8mPPr3j/Tftv9r2Df7v62anPAy+JK5vJnwcHAAAAAElFTkSuQmCC) nodes (for ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/174fadd07fd54c9afe288e96558c92e0c1da733a.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAKlBMVEX///8AAAB0dHRiYmLMzMwwMDCenp4WFhaKiooMDAxAQEBQUFAEBATm5uaxfhZ3AAAAO0lEQVQI12NgMnZSTWBgcHNUYCtgYGjoZGACUgyrGVg3AKljDIwODAwsAgydbAwgicVMDAzcBgxZugwAAA0IiFi1AEgAAAAASUVORK5CYII=) inputs) when depth is ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/96ab646de7704969b91c76a214126b45f2b07b25.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8AAABQUFDMzMyenp4iIiIEBAQwMDBAQEB0dHQMDAxiYmKKiooWFha2trbm5ubKhpDeAAAASUlEQVQI12NgAAJlEOGaACJZCkAkxwQQyWXAwMC08xiQdYWhnIGBO4ChkoGBbQJDMgPDQwM+oPKHQLEDDN8Y/ipMYODRPFf9AQCFAg80Jn8tYwAAAABJRU5ErkJggg==), but for which an exponential number (![(2^n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAASBAMAAAA9GErRAAAAMFBMVEX///8AAADMzMxQUFBiYmJ0dHRAQEC2trbm5uYMDAyenp4iIiIwMDAWFhYEBASKiooHFCa/AAABA0lEQVQY02NggIEWOIvBgQEJJCCYbGCSySQknYGBuYCB1W0/g0p+jAIDF1iDGQND5wKGbgYGDwbFgAAhlgAGhhtAYW4DBgbWCQyuDAyzGHgetG/gWcAA4jCcBWJ2IYZLDAxPGJgFWBz4OBgYqhkYuKQYwMQDkJE8E7gL1mgxMPABjQEJsAgxTQCJNwbwMugAzedrYGA8ALLjAfsFkPgxqEM5FRgaQW5SdACLsxogxBlB4nsZwOZ8gXkMaA73BqDxMxhA9nIFMARAxYG+fc7AYN3AAHJnzapV0MDQBmI1U2egT0BeeSgoeAAi7ooIq27kMNyBYALDDQ64HPCFM2a8eDAwAACrIy9grYfVugAAAABJRU5ErkJggg==)) of nodes is needed if depth is restricted to ![-1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAOBAMAAACvJUN1AAAAMFBMVEX///8AAABQUFDMzMyenp4iIiIEBAQwMDBAQEB0dHQMDAxiYmKKiooWFha2trbm5ubKhpDeAAAAaElEQVQY02NgAAJlBkzgmoDM4y8BUywFSGLM2iJgmmMCikaIIJcBhiDTzmMMGIJXGMoxBLkDGCoxBNkmMCQDWXyhILABKvjQgC8BQ+VDoAEH0AW/MfxVwHAnj+a56g/Ivtwhuo8BGwAAXIMUrtAYMAMAAAAASUVORK5CYII=).

One can see a deep architecture as a kind of factorization. Most randomly chosen functions can’t be represented efficiently, whether with a deep or a shallow architecture. But many that can be represented efficiently with a deep architecture cannot be represented efficiently with a shallow one (see the polynomials example in the [Bengio survey paper](http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/239)). The existence of a compact and deep representation indicates that some kind of structure exists in the underlying function to be represented. If there was no structure whatsoever, it would not be possible to generalize well.

**The brain has a deep architecture**

For example, the visual cortex is well-studied and shows a sequence of areas each of which contains a representation of the input, and signals flow from one to the next (there are also skip connections and at some level parallel paths, so the picture is more complex). Each level of this feature hierarchy represents the input at a different level of abstraction, with more abstract features further up in the hierarchy, defined in terms of the lower-level ones.

Note that representations in the brain are in between dense distributed and purely local: they are **sparse**: about 1% of neurons are active simultaneously in the brain. Given the huge number of neurons, this is still a very efficient (exponentially efficient) representation.

**Cognitive processes seem deep**

* Humans organize their ideas and concepts hierarchically.
* Humans first learn simpler concepts and then compose them to represent more abstract ones.
* Engineers break-up solutions into multiple levels of abstraction and processing

It would be nice to learn / discover these concepts (knowledge engineering failed because of poor introspection?). Introspection of linguistically expressible concepts also suggests a *sparse*representation: only a small fraction of all possible words/concepts are applicable to a particular input (say a visual scene).

**Breakthrough in Learning Deep Architectures**

Before 2006, attempts at training deep architectures failed: training a deep supervised feedforward neural network tends to yield worse results (both in training and in test error) then shallow ones (with 1 or 2 hidden layers).

Three papers changed that in 2006, spearheaded by Hinton’s revolutionary work on Deep Belief Networks (DBNs):

* Hinton, G. E., Osindero, S. and Teh, Y., [A fast learning algorithm for deep belief nets](http://www.cs.toronto.edu/~hinton/absps/fastnc.pdf) Neural Computation 18:1527-1554, 2006
* Yoshua Bengio, Pascal Lamblin, Dan Popovici and Hugo Larochelle, [Greedy Layer-Wise Training of Deep Networks](http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/190), in J. Platt et al. (Eds), Advances in Neural Information Processing Systems 19 (NIPS 2006), pp. 153-160, MIT Press, 2007
* Marc’Aurelio Ranzato, Christopher Poultney, Sumit Chopra and Yann LeCun [Efficient Learning of Sparse Representations with an Energy-Based Model](http://yann.lecun.com/exdb/publis/pdf/ranzato-06.pdf), in J. Platt et al. (Eds), Advances in Neural Information Processing Systems (NIPS 2006), MIT Press, 2007

The following key principles are found in all three papers:

* Unsupervised learning of representations is used to (pre-)train each layer.
* Unsupervised training of one layer at a time, on top of the previously trained ones. The representation learned at each level is the input for the next layer.
* Use supervised training to fine-tune all the layers (in addition to one or more additional layers that are dedicated to producing predictions).

The DBNs use RBMs for unsupervised learning of representation at each layer. The Bengio et al paper explores and compares RBMs and*auto-encoders* (neural network that predicts its input, through a bottleneck internal layer of representation). The Ranzato et al paper uses sparse auto-encoder (which is similar to *sparse coding*) in the context of a *convolutional* architecture. Auto-encoders and convolutional architectures will be covered later in the course.

Since 2006, a plethora of other papers on the subject of deep learning has been published, some of them exploiting other principles to guide training of intermediate representations. See[Learning Deep Architectures for AI](http://www.iro.umontreal.ca/~lisa/publications2/index.php/publications/show/239) for a survey.